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ABSTRACT

In this paper, we will give a leisurely introduction to the theory of Gröbner bases.
First we will see how to determine whether a polynomial f is contained in an ideal
and how an answer to this problem leads to a method to determine whether two
ideals are equal. We will use Euclidian Algorithem for solving this problems. After
that will be introduced what we mean by the leading term of a polynomial in n
variables. So we will explain Gröbner bases notion and will present the algorithem
due to Bruno Buchberger wich transform the abstract notion of a Gröbner basis in a
fondamental tool in computational algebra. And in the end we will give some
applications of Gröbner bases.
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1. INTRODUCTION

Let k be a field. Consider k[x1,…,xn] which is the set of all polynomials in the
variables x1,…,xn with coefficients in k. Such polinomial are finite sums of terms of

the form ax 1
1
 ,…,x ,n

n
 where .,...,1,and nika i   We call x 1

1
 ,…,x n

n
 a

power product. Note that k[x1,…,xn] is a commutative ring with respect to
polynomial addition and multiplication.

Definition 1.1. Let I  k[x1,…,xn], I  . I is an ideal in k[x1,…,xn] if

1. f; g  I implies that f + g  I.
2. f  I and h  k[x1,…,xn] implies that hf  I.

It will be important for us to be able to identify all of the generators of an ideal.
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One of the most important results in polynomial ideal theory is the Hilbert Basis
Theorem. This result is important because it says that any ideal in k[x1,…,xn] has a
finite set of generators.

Theorem 1.2 (Hilbert Basis Theorem) Every ideal in k[x1,…,xn] is finitely

generated.In other words, if I is an ideal in k[x1,…,xn], then there exists f1,…, fs 
k[x1,…,xn]such that

I = .,...,1],,...,[/,..., 1
1

1








 


nixxkufuff ni

s

i
iis

Let see the polinomials with one variable from k[x]. Here we will use the well
known  Euclidean Algorithem. First let give some notation: If f  0  k[x],

01
1

1 ... axaxaxaf n
n

n
n  



with ai  k and an  0, i = 1,…,n, then:

The degree of f, denoted deg( f )= n, is the larges exponent of x in f.

The leading term of f, denoted lt( f )= an xn, is the term of f with highest degree.

The leading coefficient of f, denoted lc( f )= an, is the coefficient in the leading term
of f.

The main tool in Euclidean Algorithem is the Division Algorithem:

INPUT: f, g  k[x] with g  0

OUTPUT: q, r such that f = qg + r and

r = 0 or deg( r) < deg( g)

INITIALIZATION: q =:0; r=: f

WHILE r  0 AND deg( r) < deg( g)DO

q: = q+
)(
)(

glt

rlt
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r: = r- g
glt

rlt

)(
)(

Now let I = h fgf  g thatsupposeand, Then since h= f - g
glt

rlt

)(
)(

we can

replace f by h in the generating set of I, I = .,  gh So we can gave the nex theorem:

Theorem 1.2: Every ideal  f  k[x] is generated by one element.

Proposition 1.3: Let f1, f2  k[x], with one of f1, f2 not zero. Then gcd( f1, f2 ) exist
and

 21, ff = .),gcd( 21  ff

So by the Euclidean Algorithem we can finde gcd, and so we can finde a single
generator of ideal  21, ff .

INPUT: f1, f2  k[x] with one of f1, f2 not zero
OUTPUT: f = gcd( f1, f2 )
INITIALIZATION: f =: f1, g=: f2

WHILE g  0 DO

rgf where r is the reminder of the  division of f by g
f: = g
g:= r

f:= f
flc )(

1

We can proceed in the same way in the case of ideals generated by more than two
polynomials, I =  nff ,..,1 with not all fi’zero.

2. TERM ORDERS

Recall that the set of power products is denoted by:  Tn = { x 1
1
 ,…,x n

n
 i  N, i

=1,..,n}. If we have x, x Tn, exactly one of the following three relations must
happen:

x < x,   x = x or x > x.

Definition 2.1: A term order on Tn is a total order < on Tn such that

1. 1 < x for all x Tn, x  1.
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2. If x < x,then x x < x x for all x  Tn.

Next we give some examples of term orders that are commonly used. We will
assume that

x1 > x2 > ,…,> xn.

Definition 2.2. We define the lexicographical ordering (denoted by lex) as follows:

For  =(1,..,n);  = (1,..,n)  Nn we define








satisfydifferentarewhichlefttheform

andinandscoordinatefirstthe
xx

ii

ii




,,

,

Definition 2.3. We define the degree lexicographical ordering (denoted deglex) as
follows:

For  =(1,..,n);  = (1,..,n)  Nn we define





















 







n

n

i
i

n

i
i
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i

n

i
i
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xxandxx

...21
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Definition 2.4 We define the degree reverse lexicographical ordering (denoted

degrevlex) as follows:  For  =(1,..,n);  = (1,..,n)  Nn we define
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i
11
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Now choose a term order on Tn. For all f  k[x1,…,xn] we can write
rxaxaxaf r

  ...21
21

where 0  ai  k, xai are power products, and rxxx   ...21 . We definene:

(i) the leading power product of f to be lp( f ) = 1x ;
(ii) the leading coefficient of f to be lc( f ) = a1;

(iii) the leading term of f to be lt( f ) = 1
1

xa .
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3. MULTIVARIABLE DIVISION ALGORITHM

Definition 3.1. Let f; g; h  k[x1,…,xn] with g  0. We say that f reduces to h modulo

g in one step, denoted ,hf g

if and only if lp(g) divides a non-zero term ax that appears in f and

.
)(

g
glt

x
ff




Definition 3.2. Let f, h and f1,…,fs be the polinomials in k[x1,…,xn] with fi  0 for
i=1,...,s.
Let F ={ f1,…,fs }. We say that f reduces to h modulo F, denoted

,hf F


if and only if there exist a sequence of indices i1, i2,..,it { 1,…,s }and a sequence of

polynomials h1,…, ht-1  k[x1,…,xn] such that

.121
1321 hhhhf titiiii f

t

ffff   


Definition 3.3. A polynomial r is called reduced with respect to a set of non-zero
polynomials
F ={ f1,…,fs } if r = 0 or no power product that appears in r is divisible by any one
of the lp(fi), i = 1,…, s. In other words, r cannot be reduced modulo F.

Definition 3.4. If rf F
 and r is reduced with respect to F, then we call r a

remainder for f with respect to F.

The reduction process allows the formulation of the following division algorithm
for multivariate polynomials which mirrors the univariate division algorithm:

INPUT: f1, f2 ,…,fs  k[x1,…,xn] with fi  0
OUTPUT: u1,…,us, r such that f = u1f1+…+usfs+r   and r is reduced with
respect to

{ f1,…,fs} and max(lp(u1)lp(f1),…, lp(us)lp(fs),lp(fr))=lp(f)
INITIALIZATION: u1:= 0,…,us:= 0, r: = 0, h: = f

WHILE h  0 DO
If there exists i such that lp(fi ) divides lp(h) Then
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Choose i least such that lp(fi ) divides lp(h)

)(

lt(h)
:

i
ii flt

uu 

f
flt

hh
i

ii )(

lt(h)
: 

ELSE
)(: hltrr 
)(: hlthh 

4 . GRÖBNER BASES AND BUCHBERGER'S ALGORITHM

Definition 4.1. A set of non-zero polynomials G ={ g1,…,gt }, contained in an ideal

I, is called a Gröbner basis for I if and only if for all f  I such that f  0, there

exists i {1,…,t} such that lp(gi) divides lp(f).

Definition 4.2: For a subset S of k[x1,…, xn], the leading term ideal of S is the ideal
Lt(S)= ./)(  Ssslt

Theorem 4.3 . Let I be a non-zero ideal of k[x1,…, xn]. The following statements are

equivalent for a set of non-zero polynomials G ={ g1,…,gt } I.
(i) G is a Gröbner basis for I.

(ii) f  I if and only if 0Gf .

(iii) f  I if and only if  


t

i ii ghf
1

with lp(f )= )))lp(g(lp(max i
1

i
ti

h


(iv) Lt(G)=Lt(I).

As a consequence of the preceding theorem, we have the important result,
pointed out earlier, that a Gröbner basis G = {g1,…,gt}for I is a set of generators for
I,that is, I = .,...,1  tgg

Another important consequence of the preceding theorem is the fact that every
nonzero ideal I  k[x1,…, xn] has a Gröbner basis.

Given a set of generators f1,…,fs of an ideal I  k[x1,…, xn], Buchberger's
Algorithm produces a Gröbnerbasis for I. We recall that such a finite set of
generators for I always exists by Hilbert's Basis Theorem.

Definition 4.5. Let L = lcm(lp(f), lp(g)). The S-polynomial of f and g is defined to be
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.
)()(

),( g
glt

L
f

flt

L
gfS 

BUCHBERGER'S ALGORITHM

INPUT: F ={f1,…,fs }  k[x1,…,xn] with fi  0 (1 i  s)
OUTPUT: G ={ g1,…,gt }, a Gröbner basis for  sff ,,1 
INITIALIZATION: G:= F,G := {{fi; fj}  fi  fj  G}

WHILE G  0 DO
Choose any {f, g} G
G: = G – {{f, g}}

hgfS G
,( where h is reduced with respect to G

IF h  0THEN
G: = G  {{u, h}for all u G }

G: = G  {h}

Example. ([1], Problem 1.7.3(b))
Let f1 = x2y + z; f2 = xz + y  Q[x; y; z] and lex, z > y > x, be the term order. We
want   to find a Gröbner basis for ., 21  ff

INITIALIZATION: G := {f1; f2}, G = {{f1; f2}}
Step 1.

Choose {f1; f2}:

G := 

  hyyxyxz
xz

xz
yxz

z

xz
ffS  32

21 )(),( which is reduced with

respect
to G since lp(f1) = z, lp( f2 ) = xz

Since h  0, let f3 := x3y  y
G := {{f1; f3},{{f2; f3}}
G := {f1; f2; f3};

Step 2.
Choose {f1; f3}.
G := {f2; f3}

  yzyxyyx
xz

yzx
zyx

z

yzx
ffS  253

3
2

3

31 )(),(

Note that yz + x5y2 = y (z + x2y) + (x5y2 - x2y2)
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x5y2 - x2y2 = x2y (x3y - y)
Therefore, since hffSyfxyfffS G   0),(,),( 313

2
131

Step 3.
Choose {f2; f3}.

G := ;

  1
223

3

33

32 )(),( yfyzyxyyx
yx

yzx
yxz

xz

yzx
ffS 

Thus, hffS G   0),( 32

The algorithm ends, G = {f1; f2; f3} is our desired Gröbner basis.

The following example shows that the algorithm is sensitive to the term order
chosen. That is, for the same input of generators { f1,…, fs }, we may get different
Gröbner basis outputs, depending on the term order.

Example ([1], Problem 1.7.3(a))
Let f1; f2 be as above but let the term order be deglex, x > y > z:

INITIALIZATION: G := {f1; f2}, G := {{f1; f2}}
Step 1.

Choose {f2; f1}:

G := 

  hzxyzyx
yx

yzx
yxz

xz

yzx
ffS  222

2

22

12 )(),( , which is reduced

with respect to G since lp(f1) = x2y, lp(f2) = xz

Since h  0, let f3 := xy2  z2 (Note that lp( f3) = xy2)
G := {{f1; f3},{f2; f3}}
G := {f1; f2; f3}

Step 2.
Choose {f1; f3}:
G := {{f2; f3}}

  2
222

2

22
2

2

22

31 )(),( fzyzxzzxy
xy

yx
zyx

yx

yx
ffS 

So, hffS G   0),( 31

Step 3.
Choose {f2; f3}:

G := 
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  hzyzxy
xy

zxy
zxz

xz

zxy
ffS  2322

2

22

32 )(),( , which is reduced

with
respect to G.

Since h  0, let f4 := y3 + z3 (Note that lp(f4) = y3)
G := {{f1; f4}; {f2; f4}; {f3; f4}}
G := {f1; f2; f3; f4}

Step 4.
Choose {f4; f1}:
G := {{f2; f4}; {f3; f4}}

 
hffSSo

fyzxzzyzxzyx
yx

yx
zy

y

yx
ffS

G 



 0),(

)()(),(

14

2
22322

2

32
33

3

32

14

Step 5.
Choose {f4; f2}:
G := {{f3; f4}}

 

)(

)()(

)(),(

33

3434344

44
3

33
3

3

24

zyy

yzyyzyyxzzyxzthatNote

yxzyxz
xz

zxy
zy

y

zxy
ffS







Therefore, since S( f4; f2) = z3 f2  y f4, hffS G   0),( 24

Step 5.
Choose {f4; f3}:

G : = 

 
hffSSo

fzyzxzzxy
xy

xy
zy

y

xy
ffS

G 



 0),(

)(),(

34

2
22322

2

3
33

3

3

34

The algorithm ends, G = {f1; f2; f3; f4} is our desired Gröbner basis.

Moreover, we point out that even in the event that the term order is fixed,
uniqueness of Gröbner bases is not guaranteed. Buchberger's Algorithm can produce
different Gröbner bases if different fi are chosen at a given step. In order to achieve
uniqueness, one needs to restrict Gröbner bases as follows (see [1]):
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Definition 4.6. A Gröbner basis G = {g1,…,gt} is called minimal if for all i, lc(gi)=1

and for all i  j, lp(gi) does not divide lp(gj).

Definition 4.7. A Gröbner basis G = {g1,…,gt}is called a reduced Gröbner basis if,
for all i, lc(gi)=1 and gi is reduced with respect to G – {gi} That is, for all i,

nonon-zero term in gi is divisible by any lp(gj) for any j  i.

Theorem 4.8: Fix a term order. Then every non-zero ideal I has a unique reduced
Gröbner basis with respect to this term order.

5. Applications of Gröbner basis

Proposition 5.1: Let I, J be ideals in k[x1,…,xn] and let w be a new variable.

Consider the ideal JwwI )1(,  in k[x1,…,xn, w]. Then I  J = JwwI )1(, 

k[x1,…,xn, w].

Example: Consider the following ideals in Q[x, y]:

.1and3,1 232  yxJyxxyxI

We wish to compute I  J. We compute a Gröbner basis G for the ideal

w]y,Q[x,)1)(1(),3(),1( 232  yxwyxxwyxw using the deglex term

ordering on the variables x and y with x > y and an elemination order with w greater
than x, y. We get

}.333333

,21597359118215972357911812853

,1,33{

22322325

222223324

2324422323







yyyxxyxyxyx

yxyxyxyxyxyxyxw

xyyxyxyxxxyyxyxyxG

So a Gröbner basis G for the ideal I  J is

}.333333,1,33{ 223223252324422323  yyyxxyxyxyxxyyxyxyxxxyyxyxyx

Definition 5.2: Let I, J be ideals in k [ x1,…, xn ]. The ideal quotient J : I is definited
to be

J : I = {g k[x1,…,xn] gI  J }.

Lemma 5.3: Let I=  sff ,,1  be ideals in k[x1,…,xn ].  Then .::
1




i

n

I

fJIJ 
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Example: Let ].,inQ[and,,)( 2
2

12
2

1 yxyxfxfygyxxg  Consider

the  ideals  21 , ffI and ., 21  ggJ We wish to compute  I : J. By Lemma we

have

).:(
1

)(
1

):():(: 2
2

1
1

21 fJ
f

fJ
f

fJfJIJ 

First we compute  1fJ by computing Gröbner basis G1 for the ideal

],,[)1(,, 121 wyxQfwwgwg  with respect to the lex term ordering with w > x >

y to obtain G1 = {x2w – x2, wy, x3, x2y} so that .,)(
1

1
1

yxfJ
f

 Second we

compute  2fJ by computing Gröbner basis G2 for the ideal

],,[)1(,, 221 wyxQfwwgwg  using the same order as above, and we obtain G1 =

{wx – x – y, wy, x3 + y3, xy + y2} so that .,)(
1 22

2
2

yyxyxfJ
f

 Finally we

compute yyxyxyx ,, 22  by computing Gröbner basis G for the ideal

],,[)1(),)(1(,, 22 wyxQywyxyxwwywx  with respect to the lex term

ordering with w > x > y to obtain G = {wx, x2, y }. Therefore .,: 2  yxIJ
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