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Abstract— One of the crucial points in the text mining studies is 
the feature hashing step. Most of the text mining studies starts 
with a text data source and processes a feature extraction 
methodology over the text. Most of the time the feature 
extraction method should be decided wisely, because, most of the 
times, it directly effects the results and performance. Another 
well-known approach is using any feature extraction method, 
together with the feature hashing. By the way, the feature 
extraction can be executed without worrying about the 
performance and the feature hashing reduces the size of the 
extracted feature vector.  

Today, one of the widely used hashing algorithms in text mining 
is the modern hashing algorithms like MD5 or SHA1, which are 
built over substitution permutation networks (SPN) or Fiestel 
Networks. The common property of most of the modern hashing 
algorithms is the implicitly implemented s-boxes.  

One of the drawbacks of the modern hashing algorithms is the 
collision free purpose of the algorithm. The permutation step in 
most of the time is implemented for this purpose and the 
correlation between the input text and output bits is completely 
obfuscated.  

This study focuses on the possible implementations of the s-boxes 
for the feature hashing. The purpose feature hashing in this study 
is reducing the feature vector, while keeping the correlation 
between the input text and the output bits. 

Keywords— Data Mining; Feature Extraction; Feature 
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I.  INTRODUCTION  

Because of the increasing demand on the big data studies, the 
importance of the dimension reduction on the feature vectors 
has an increasing impact on the contemporary studies. For 
example a study on social networks or blogosphere can easily 
end up with terabytes of data, which is a challenging issue for 
both computer hardware and the algorithms running on top of 
it.  

A classical view of text mining on any data source is given in 
Fig. 1. 

 

Fig. 1. Generic Deployment Diagram of Text Mining 

Most of the feature hashing method is deployed after the 
feature extraction from the raw text data source. Also in some 
applications, the feature extraction method does the hashing 
implicitly or the feature extraction is applied after the hashing 
on the text data.  

Besides those varieties, all of the text mining studies yield a 
feature vector before the data mining phase with a hashing 
implementation, if the hashing is applied.  

Most of the famous feature hashing algorithms are the modern 
hashing algorithms like MD5 [1] or SHA-1 [2] in the current 
studies. Some natural language processing tool kits even comes 
with the implementation of those hashing algorithms.  

In this study, we have focused on the s-boxes which almost all 
modern hashing algorithms uses for dimension reduction. Also 
the permutation phases in most of the modern hashing 
algorithms, aims to reduce the collision. We remove the 
permutation phase from the hashing algorithm and try to 
simplify the algorithm in the performance. Another reason for 
removing the permutation phase is the increasing the 
correlation between the input and the output of the hashing 
algorithm.  
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A background review on the hashing algorithms and the s-
boxes [3] will be provided in the second section. The details of 
novel hashing algorithm and sample run explanations will be 
given in the third section. Finally the experiment details and 
real life data set IMDB62 [4] will be explained on the fourth 
section. 

II. BACKGROUND 

The concept of Feistel Networks [3] has a major role in the 
feature hashing, including the text mining studies. A generic 
approach to the text mining is already provided in Figure 1 and 
from the figure, the feature hashing can be done before 
executing the data mining operations. Also in some studies, the 
hashing can be executed before the extraction phase. So in the 
latter approach, the feature is extracted from the hashed data 
source instead of extracting and hashing order.  

In both of the approaches, the hashing has a major role to 
reduce the length of the feature vector. By the increasing 
importance of the big data studies, the size of the feature 
vectors can be considered as more important now. Besides the 
memory requirements to keep the information and move the 
data from servers, or processors working in distributed or 
parallel environments, also the processing speed of the data 
mining is closely related with the size of the feature vector.  

The generic view of a SPN network is demonstrated in   
Figure2. 

 
Fig. 2. Generic view of a SPN 

In the SPN, an input text in plain form is mixed with the P-
Boxes (permutation boxes) and reduces the size with the S-
Boxes [5] (substitution boxes). For example an S-Box can 
reduce the number of input bits from 8 to 6 at the output. The 
function of hashing comes mainly in the S-boxes since a 
hashing function can be defined as one-way function from a 
bigger input domain to a smaller output range. 

A major problem in reducing the size of the feature vector is 
the loose of some properties of the text. For example in an 
author attribution problem, the data set holds lots of indicators 
about the authors, like using a rare word more frequently. In 
this case such a word should be considered in a distance away 
from the frequently used words. Unfortunately the hashing 
algorithms do not deal with the distance of the input. A 
solution proposed in this study is keeping the substitution path 
from input to the output level by using only an S-box. 

A sample S-Box is demonstrated in Figure 3. 

 

Fig. 3. Generic view of an S-Box 

In an S-Box structure an input bit is mapped to an output bit. 
The bit reduction plays a role, since multiple input bits are 
connected to a single output bit.  

TABLE I.   SAMPLE S-BOX TABLE 

 First 2 bits 
00 01 10 11 

L
as

t 
2 

b
it

s 

00 111 110 101 100 

01 001 010 011 101 

10 101 100 001 010 

11 111 001 101 110 

In Table 1, a sample S-Box is deployed with sample 
values. The s-box is 4 bit to 3 bit reducer in this design and an 
input with 4 bits will be divided into 2 groups, the first 2 bits 
and last 2 bits. The table will be crossed using those two 
values and the cell value in the cross of those values will be 
the output. For example an input of 1010 will be read as in 
Table 2. 
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TABLE II.   SAMPLE RUN FOR INPUT 1010 ON S-BOX 

 First 2 bits 
00 01 10 11 

L
as

t 
2 

bi
ts

 

00 111 110 101 100 

01 001 010 011 101 

10 101 100 001 010 

11 111 001 101 110 

Table 2 demonstrates the crossing values of first two bits 
(10) and last 2 bits (10) of the input and the output is 001, 
which is a three bits output. Obviously the 3 bits output 
requires a collision and 001 is output for 0001 and 0111 inputs 
at the same time. 

III. A NOVEL FEATURE HASHING FOR TEXT MINING 

In this study, we propose a novel feature hashing, built 
over the s-boxes.  

The hashing algorithm we propose is working on the word 
level and the first letter of the word is kept as unchanged. The 
rest of the word is passed through an s-box and the output of s-
box is concatenated to the end of the first letter of the word. 

 

Fig. 4.  Novel Feature Hashing Diagram 

The execution of algorithm keeps the first letter of each input. 
We propose to use the hashing algorithm word by word on the 
text. This is not necessary in fact but gives a performance up to 
word count which is widely implemented on the feature 
hashing.  

The word count is between 100 and 150 thousand of words in 
most of the text mining studies. Depending on the size of the 
data source this number can be increased up to 200 thousand of 
words. The proposed algorithm here reduces the size to 8 bits 
for each input, which can be calculated as:  

8 bits for the first letter + 8 bits output from the S-Box 

The possible word count in the novel approach is 216 = 65 
thousand possibilities besides the first letter alternatives. The 
number of output is fixed and cannot increase like in the word 
count. Besides the number is less than the possible word 
counts. 

IV. EXPERIMENTS 

This section explains the methodology of experiments run over 
the IMDB62 data set and the classification methods applied 
after the feature extraction methods. In this study two different 
feature hashing method is directly applied over the plain text.  

i) MD5 
ii) The Novel Hashing method 

This study compares the conventional two hashing 
methods, MD5 with the novel hashing method proposed.  

Finally the evaluation of feature hashing methods is 
applied on the author recognition via the classification 
algorithms, k-nearest neighborhood (KNN) [6]. The results are 
evaluated via the root mean square error (RMSE) [7] and 
relative absolute error (RAE) [7]. 

A.  Dataset 
We have implemented our approach onto IMDB62. Table 3 

demonstrates the features of the datasets. 

TABLE III.  SUMMARY OF DATASET 

 IMDB62 

Authors 62000 

Texts per Author 1000 

Average number of 
words per entry 

300 

Std. Dev. of words 
per author 

198 

Number of distinct 
words in corpus 

139.434 

 

In the IMDB62 database, there are 62 authors with a thousand 
of comments for each of the authors. The database is gathered 
from the internet movie database1 which is available for the 
authors upon request [8].  

The dataset is quite well formed for the research purposes. 
Unfortunately in a plain approach to text mining, like word 
count, the hardware in the study environment would not qualify 

                                                            
1 IMDB, internet movie database is a web page holding the 

comments and reviews of the users and freely accessible from 
www.imdb.com address. 
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the requirements for the feature extraction of all the terms in 
data source which is 139,434 for IMDB data set. 

Memory Requirement = 139,434 words x 62,000 posts  x 300 
average word length x 2 bytes for each character 
=~4830GByte   

 The amount required to process the data set via the word 
counts requires a feature vector, allocating memory for each of 
the distinct words [9].  

After applying the feature hashing methods, the number of bits 
required can be reduced to quite processable amount. For 
example, in the novel hashing method, we propose, the number 
of bits is reduced to 16. 

V. CLASSIFICATION 

  The results collision rate of both hashing algorithms is given 
in Table IV. 

TABLE IV.   HASHING STATISTICS 

 MD5 Novel 
Hashing 

Number of 
duplicates 

31 21833 

Number of 
unique values 

61957 40155 

Average hash 
per instance 

1.0005 2.025477 

Stdev hashper 
instance 

0.04633 1.146775 

The low collision rates for MD5 can yield a better result in the 
name of hashing while the novel hashing algorithm is designed 
to have collisions in order to see the correlation between the 
text and the hash result. 

The success rates after the classification is given below in 
Table 5. 

TABLE V.  HASHING STATISTICS 

 MD5 Novel 
Hashing 

RMSE 3647286.54 0.49 
RAE 120.77 98.17 

Success 0.19% 39.95% 

 

 

 

 

 

 

 

The higher success rates are related to the higher collision rate 
in Table 2.  

VI. CONCLUSION 

This paper proposes a new hashing algorithm especially for the 
feature hashing over the text mining applications. Since current 
hashing algorithms are useful for the collision free hashing on 
texts, the novel approach only focus on reducing the dimension 
of the data set.  

The experiments on hashing success, shows the novel approach 
has a weak effect on the coision while this weakness is getting 
an  advantage on the text mining approach with the higher 
success rate for the classification. 
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